WEB TECHNOLOGY AND ITS APPLICATIONS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VII

Subject Code 17CS71 IA Marks

40

Number of Lecture Hours/Wee 04 Exam Marks

60

Total Number of Lecture Hoursg 50 Exam Hours

03

CREDITS - 04

Module — 1

Teaching
Hours

Introduction to HTML, What is HTML and Where did ¢dome from?, HTML
Syntax, Semantic Markup, Structure of HTML DocunsenQuick Tour of
HTML Elements, HTML5 Semantic Structure Elementgrdduction to CSS,
What is CSS, CSS Syntax, Location of Styles, SetectThe Cascade: Ho
Styles Interact, The Box Model, CSS Text Styling.

10 Hours

W

Module — 2

HTML Tables and Forms, Introducing Tables, Styliigbles, Introducing
Forms, Form Control Elements, Table and Form Adbesg, Microformats,
Advanced CSS: Layout, Normal Flow, Positioning Eéens, Floating Element
Constructing Multicolumn Layouts, Approaches to CBE&yout, Responsiv
Design, CSS Frameworks.

Vv

10 Hours

Module — 3

JavaScript: Client-Side Scripting, What is Javg8cand What can it do?
JavaScript Design Principles, Where does JavaS@q#, Syntax, JavaScri
Objects, The Document Object Model (DOM), JavaScivents, Forms
Introduction to Server-Side Development with PHPhal is Server-Sid

Development, A Web Server’'s Responsibilities, Quiaur of PHP, Program

Control, Functions

.10 Hours

Dt

Module — 4

PHP Arrays and Superglobals, Arrays, $ GET and &P6uperglobal Arrays,

$ SERVER Array, $ _Files Array, Reading/Writing BilePHP Classes and

Objects, Object-Oriented Overview, Classes and &bjen PHP, Object
Oriented Design, Error Handling and Validation, Whare Errors and
Exceptions?, PHP Error Reporting, PHP Error ancegtion Handling

10 Hours

Module — 5

Managing State, The Problem of State in Web Appboa, Passing Informatio
via Query Strings, Passing Information via the Urdth, Cookies, Serializatio
Session State, HTML5 Web Storage, Caching, AdvadeedScript and jQuery
JavaScript Pseudo-Classes, jQuery Foundations, AJA3ynchronous File
Transmission, Animation, Backbone MVC Framework$/LXProcessing and
Web Services, XML Processing, JSON, Overview of \8ebvices.

Nn10 Hours
11

Course OutcomesAfter studying this course, students will be alole t

Define HTML and CSS syntax and semantics to buidh wages.

using CSS

generate and display the contents dynamically.
List the principles of object oriented developmesing PHP

Understand the concepts of Construct , visuallynfdrtables and forms using HTM

Develop Client-Side Scripts using JavaScript and/&eSide Scripts using PHP

lllustrate JavaScript frameworks like jQuery andcBaone which facilitates

L

o

"2




developer to focus on core features.

Question paper pattern:

The question paper will have ten questions.
There will be 2 questions from each module.
Each question will have questions covering allttpgcs under a module.
The students will have to answer 5 full questioselecting one full question from eagh
module.

Text Books:

1. Randy Connolly, Ricardo HoatFundamentals of Web Development”,1°Edition,
Pearson Education IndidSBN:978-9332575271)

Reference Books:

1) Robin Nixon, “Learning PHP, MySQL &JavaScript with jQuery, CSS and
HTML5", 4™Edition, O'Reilly Publications, 2015I%BN:978-9352130153)

2) Luke Welling, Laura ThomsotiPHP and MySQL Web Development”, 5" Edition,
Pearson Education, 2016SBN:978-9332582736)

3) Nicholas C Zakas“Professional JavaScript for Web Developers”,3¢ Edition,
Wrox/Wiley India, 2012.ISGBN:978-8126535088)

4) David Sawyer Mcfarland/JavaScript & jQuery: The Missing Manual”’, 1%
Edition, O’Reilly/Shroff Publishers & Distributorg?vt Ltd, 2014 KSBN:978-
9351108078)

5) Zak Ruvalcaba Anne Boehm‘Murach’'s HTML5 and CSS3", 3YEdition,
Murachs/Shroff Publishers & Distributors Pvt Ltd15. (SBN:978-9352133246)




ADVANCED COMPUTER ARCHITECTURES
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VII

Subject Code 17CS72 IA Marks

40

Number of Lecture Hours/Week 4 Exam Marks

60

Total Number of Lecture Hours 50 Exam Hours

03

CREDITS - 04

Module — 1

Teaching
Hours

Theory of Parallelism: Parallel Computer Models,eT8tate of Computing
Multiprocessors and Multicomputer ,Multivector aBtMD Computers ,PRAM
and VLSI Models, Program and Network Propertiesnditions of Parallelism
Program Partitioning and Scheduling, Program FlovechManisms, Systel
Interconnect Architectures, Principles of ScalaBlerformance, Performan
Metrics and Measures, Parallel Processing Appbaati Speedup Performan
Laws, Scalability Analysis and Approaches.

,10 Hours

mn
e
ce

Module — 2

Hardware Technologies: Processors and Memory HieyarAdvanced Process
Technology, Superscalar and Vector Processors, MeHhiierarchy Technology
Virtual Memory Technology.

pf.0 Hours

Module — 3

Bus, Cache, and Shared Memory ,Bus Systems ,Ca@moly Organization
,Shared Memory Organizations ,Sequential and WeaksiStency Models
,Pipelining and Superscalar Techniques ,Linear liPpd’rocessors ,Nonline
Pipeline Processors ,Instruction Pipeline Designith/etic Pipeline Desigt
(Upto 6.4).

510 Hours

.

D

218

Module — 4

Parallel and Scalable Architectures: Multiprocess@and Multicomputer
,Multiprocessor System Interconnects, Cache Colberaand Synchronizatio
Mechanisms, Three Generations of Multicomputers s3ddge-Passin
Mechanisms ,Multivector and SIMD Computers ,VedRypocessing Principle
,Multivector Multiprocessors ,Compound Vector Pesiag ,SIMD Compute
Organizations (Upto 8.4),Scalable, Multithreadenld @ataflow Architectures
Latency-Hiding Techniques, Principles of Multithdgzg, Fine-Grain
Multicomputers, Scalable and Multithreaded Architees, Dataflow and Hybri

Architectures.

Module — 5

Software for parallel programming: Parallel Moddlanguages, and Compilerd0 Hours
,Parallel Programming Models, Parallel Language$s @ompilers ,Dependence
Analysis of Data Arrays ,Parallel Program Developmand Environments,
Synchronization and Multiprocessing Modes. Insiauctand System Level
Parallelism, Instruction Level Parallelism ,Compui&rchitecture ,Contents,
Basic Design Issues ,Problem Definition ,Model of Tgpical Processor
,Compiler-detected Instruction Level Parallelisnpe@and Forwarding ,Reorder

Buffer, Register Renaming ,Tomasulo’s Algorithm aBch Prediction,
Limitations in Exploiting Instruction Level Pardien ,Thread Leve
Parallelism.

Course outcomes The students should be able to:




» Understand the concepts of parallel computing ardviaare technologies
» lllustrate and contrast the parallel architectures
» Recall parallel programming concepts

Question paper pattern

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questiaetecting one full question from each
module.

Text Books:
1. Kai Hwang and Naresh Jotwani, Advanced Computehifgcture (SIE): Parallelism
Scalability, Programmability, McGraw Hill Educati@fe. 2015

Reference Books:

1. John L. Hennessy and David A. Patterson, Computehifecture: A quantitative
approach, 5th edition, Morgan Kaufmann Elseveif,20




MACHINE LEARNING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VI

Subject Code 17CS73 IA Marks 40
Number of Lecture Hours/Week 03 Exam Marks 60
Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04
Module — 1 Teaching
Hours

Introduction: Well posed learning problems, Designing a Learngystem, 10 Hours
Perspective and Issues in Machine Learning.

Concept Learning: Concept learning task, Concept learning as sedfaig-S
algorithm, Version space, Candidate Eliminatioroatgm, Inductive Bias.

Text Bookl, Sections: 1.1 — 1.3, 2.1-2.5, 2.7

Module — 2

Decision Tree Learning Decision tree representation, Appropriate probldors 10 Hours
decision tree learning, Basic decision tree legrailgorithm, hypothesis space search
in decision tree learning, Inductive bias in demistree learning, Issues in deci;[)n
tree learning.

Text Bookl, Sections: 3.1-3.7

Module — 3

Artificial Neural Networks: Introduction, Neural Network representatio®8 Hours
Appropriate problems, Perceptrons, Backpropagatigorithm.
Text book 1, Sections: 4.1 — 4.6

Module — 4

Bayesian Learning Introduction, Bayes theorem, Bayes theorem andceqn 10 Hours
learning, ML and LS error hypothesis, ML for prddig probabilities, MDL
principle, Naive Bayes classifier, Bayesian batiefworks, EM algorithm

Text book 1, Sections: 6.1 — 6.6, 6.9, 6.11, 6.12

Module — 5

Evaluating Hypothesis Motivation, Estimating hypothesis accuracy, Basof§ 12 Hours
sampling theorem, General approach for derivindgidence intervals, Difference in
error of two hypothesis, Comparing learning aldons.
Instance Based Learning: Introduction, k-nearest neighbor learning, locally
weighted regression, radial basis function, caseskth reasoning,
Reinforcement Learning: Introduction, Learning Task, Q Learning
Text book 1, Sections: 5.1-5.6, 8.1-8.5, 13.1-13.3

Course Outcomes After studying this course, students will be alole t

* Recall the problems for machine learning. And ddlee either supervised, unsupersvi
or reinforcement learning.

» Understand theory of probability and statisticated to machine learning

» [lllustrate concept learning, ANN, Bayes classiflenearest neighbor, Q,

sed

Question paper pattern:

The question paper will have ten questions.
There will be 2 questions from each module.




Each question will have questions covering alltdpcs under a module.

The students will have to answer 5 full questi@etecting one full question from each module.

Text Books:

1. Tom M. Mitchell, Machine Learnindndia Edition 2013, McGraw Hill Education.

Reference Books:

1. Trevor Hastie, Robert Tibshirani, Jerome Friedmhn,The Elements of Statistic
Learning, 2nd edition, springer series in statsstic

2. Ethem Alpaydin, Introduction to machine learninggand edition, MIT press.




NATURAL LANGUAGE PROCESSING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VII

Subject Code 17CS741 IA Marks 40
Number of Lecture Hours/Week 3 Exam Marks 60
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03
Module — 1 Teaching
Hours
Overview and language modelingOverview: Origins and challenges of NLP8 Hours

Language and Grammar-Processing Indian Languaged? MNpplications-

Information Retrieval. Language Modeling: Variousa@mar- based Language

Models-Statistical Language Model.

Module — 2

Word level and syntactic analysisWord Level Analysis: Regular Expressions Hours

Finite-State Automata-Morphological Parsing-SpellirError Detection an

correction-Words and Word classes-Part-of Speecjgifig. Syntactic Analysis:

Context-free Grammar-Constituency- Parsing-ProlsigilParsing.

)

Module — 3

Extracting Relations from Text: From Word Sequencesto Dependency 8 Hours

Paths:

Introduction, Subsequence Kernels for Relation &tton, A Dependency-Pa
Kernel for Relation Extraction and Experimental knadion.

Mining Diagnostic Text Reports by Learning to Annotite Knowledge Roles
Introduction, Domain Knowledge and Knowledge Rolesame Semantics ar
Semantic Role Labeling, Learning to Annotate Cagséis Knowledge Roles an
Evaluations.

A Case Study in Natural Language Based Web SearchinFact System
Overview, The GlobalSecurity.org Experience.

h

d

[®X

Module — 4

Evaluating Self-Explanations in iSTART: Word Matching, Latent Semantic
Analysis, and Topic Models: Introduction, ISTART: Feedback Systen
ISTART: Evaluation of Feedback Systems,

Textual Signatures: Identifying Text-Types Using Laent Semantic Analysis
to Measure the Cohesion of Text Structuresintroduction, Cohesion, Col
Metrix, Approaches to Analyzing Texts, Latent SetiaAnalysis, Predictiong
Results of Experiments.

Automatic Document Separation. A Combination of Prdabilistic
Classification and Finite-State Sequence Modelingintroduction, Relateg
Work, Data Preparation, Document Separation asjaedee Mapping Problen
Results.

Evolving Explanatory Novel Patterns for Semanticaj-Based Text Mining:
Related Work, A Semantically Guided Model for Effee Text Mining.

8 Hours
NS,

\

—

Module — 5

INFORMATION RETRIEVAL AND LEXICAL RESOURCES: Information
Retrieval: Design features of Information Retriev@ystems-Classical, Ng
classical, Alternative Models of Information Rettad — valuation Lexica

8 Hours
n

Resources: World Net-Frame Net- Stemmers-POS Taggsearch Corpora.




Course outcomes The students should be able to:

* Analyze the natural language text.

» Define the importance of natural language.
* Understand the concepts Text mining.

» [lllustrate information retrieval techniques.

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questiaetecting one full question from each
module.

Text Books:

1. Tanveer Siddiqui, U.S. Tiwary, “Natural Languageodtssing and Informatio
Retrieval”, Oxford University Press, 2008.

2. Anne Kao and Stephen R. Poteet (Eds), “Natural uaggProcessing and Te
Mining”, Springer-Verlag London Limited 2007.

=]

xt

Reference Books:

1. Daniel Jurafsky and James H Martin, “Speech and guage Processing
Anintroduction to Natural Language Processing, Cataonal Linguistics ang
SpeechRecognition”, 2nd Edition, Prentice Hall, 200

2. James Allen, “Natural Language Understanding”, 2ndedition,
Benjamin/Cummingspublishing company, 1995.

3. Gerald J. Kowalski and Mark.T. Maybury, “InformatioStorage and Retriev

systems”, Kluwer academic Publishers, 2000.




CLOUD COMPUTING AND ITS APPLICATIONS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VII

Subject Code 17CS742 IA Marks

40

Number of Lecture Hours/Week 3 Exam Marks

60

Total Number of Lecture Hours 40 Exam Hours

03

CREDITS - 03

Module — 1

Teaching
Hours

Introduction ,Cloud Computing at a Glance, The &fisof Cloud Computing
Defining a Cloud, A Closer Look, Cloud Computing f&ence Model
Characteristics and Benefits, Challenges Ahead,toHisl Developments
Distributed Systems, Virtualization, Web 2.0, SesvOriented Computing
Utility-Oriented Computing, Building Cloud Compnfi Environments
Application Development, Infrastructure and Systeavelopment, Computin
Platforms and Technologies, Amazon Web Services $AW Google
AppEngine, Microsoft Azure, Hadoop, Force.com andleSorce.com
Manjrasoft Aneka

Virtualization, Introduction, Characteristics of ritialized, Environment
Taxonomy of Virtualization Techniques, ExecutionrtMalization, Other Type
of Virtualization, Virtualization and Cloud Compng, Pros and Cons ¢
Virtualization, Technology Examples Xen: Paravilizetion, VMware: Full
Virtualization, Microsoft Hyper-V

, 8 Hours

(@]

|20

Module — 2

Cloud Computing Architecture, Introduction, Cloud ef@ence Model
Architecture, Infrastructure / Hardware as a SeviPlatform as a Servic
Software as a Service, Types of Clouds, Public @otrivate Clouds, Hybri
Clouds, Community Clouds, Economics of the Clouge® Challenges, Clou
Definition, Cloud Interoperability and Standardsafability and Fault Toleranc
Security, Trust, and Privacy Organizational Aspects

Aneka: Cloud Application Platform, Framework Ovemwi Anatomy of the

Aneka Container, From the Ground Up: Platform Addion Layer, Fabric¢

Services, foundation Services, Application ServicBailding Aneka Clouds
Infrastructure Organization, Logical OrganizatidPrivate Cloud Deploymer
Mode, Public Cloud Deployment Mode, Hybrid Cloudpayment Mode, Clouc
Programming and Management, Aneka SDK, Managemawis T

—

)

Module — 3

Concurrent Computing: Thread Programming, Introdgd?arallelism for Singlé¢
Machine Computation, Programming Applications withreads, What is
Thread?, Thread APIs, Techniques for Parallel Cdatjmn with Threads
Multithreading with Aneka, Introducing the Threatbramming Model, Anek
Thread vs. Common Threads, Programming Applicatieits Aneka Threads
Aneka Threads Application Model, Domain Decompositi Matrix
Multiplication, Functional Decomposition: Sine, @ws and Tangent.
High-Throughput Computing: Task Programming, Taskom@uting,
Characterizing a Task, Computing Categories, Frammewfor Task Computing

28 Hours
A

A

Task-based Application Models, Embarrassingly RearalApplications,




Parameter Sweep Applications, MPI Applications, Wiow Applications with
Task Dependencies, Aneka Task-Based Programmingk TRrogramming
Model, Developing Applications with the Task Mod&leveloping Paramete
Sweep Application, Managing Workflows.

-

Module — 4

Data Intensive Computing: Map-Reduce Programmingat\’s Data-Intensive8 Hours
Computing?, Characterizing Data-Intensive Compoati Challenges Ahead,
Historical Perspective, Technologies for Data-lste@ Computing, Storage
Systems, Programming Platforms, Aneka MapReducgr&mming, Introducin

the MapReduce Programming Model, Example Applicatio

Module — 5

Cloud Platforms in Industry, Amazon Web Servicesmpute Services, Storag® Hours
Services, Communication Services, Additional SeawjcGoogle AppEngine
Architecture and Core Concepts, Application Lifeeldy Cost Model
Observations, Microsoft Azure, Azure Core Conce@QL Azure, Windows
Azure Platform Appliance.

Cloud Applications Scientific Applications, Healtre: ECG Analysis in th
Cloud, Biology: Protein Structure Prediction, Bigjo Gene Expression Data
Analysis for Cancer Diagnosis, Geoscience: Satdiiitage Processing, Businegss
and Consumer Applications, CRM and ERP, Produgtivocial Networking
Media Applications, Multiplayer Online Gaming.

(%)

Course outcomes The students should be able to:

» Understand the concepts of cloud computing, virzagibn and classify services
cloud computing

» lllustrate architecture and programming in cloud

» Define the platforms for development of cloud apgiions and List the application
cloud.

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questicetecting one full question from each
module.

Text Books:
1. Rajkumar Buyya, Christian Vecchiola, and ThamaraelviS Mastering
Cloud. Computing McGraw Hill Education

Reference Books:

1. Dan C. Marinescu, Cloud Computing Theory and PecactiMorgan Kaufmann

Elsevier 2013.




INFORMATION AND NETWORK SECURITY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VII

Subject Code 17CS743 IA Marks 40
Number of Lecture Hours/Week 3 Exam Marks 60
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03
Module — 1 Teaching
Hours

Introduction. How to Speak Crypto. Classic Cry@anple Substitution Cipher.8 Hours
Cryptanalysis of a Simple Substitution. Definitionf Secure. Doublé
Transposition Cipher. One-time Pad. Project VENON2odebook Cipher.
Ciphers of the Election of 1876. Modern Crypto Higt Taxonomy of
Cryptography. Taxonomy of Cryptanalysis.

\1%4

Module — 2.

What is a Hash Function? The Birthday Problem.Ngptographic Hashes. 8 Hours
Tiger Hash. HMAC. Uses of Hash Functions. OnlinglsBiSpam Reduction.
Other Crypto-Related Topics. Secret Sharing. Kegr@s. Random Numbers.
Texas Hold 'em Poker. Generating Random Bits. in&tion Hiding.

Module — 3

Random number generation Providing freshness Fued@mts of entity 8 Hours
authentication Passwords Dynamic password schemeso-khowledge
mechanisms Further reading Cryptographic Protodtigtocol basics Fron
objectives to a protocol Analysing a simple protofoithentication and key
establishment protocols

o}

Module — 4

Key management fundamentals Key lengths and lieildey generation Key8 Hours
establishment Key storage Key usage Governing kagagement Public-Key
Management Certification of public keys The certite lifecycle Public-ke)
management models Alternative approaches

Module — 5

Cryptographic Applications Cryptography on the intt Cryptography for 8 Hours
wireless local area networks Cryptography for mmbielecommunications
Cryptography for secure payment card transactiongtGgraphy for videc
broadcasting Cryptography for identity cards Crgpéphy for home users

Course outcomes The students should be able to:

* Analyze the Digitals security lapses
» lllustrate the need of key management

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questiaetecting one full question from each
module.

Text Books:

1. Information Security: Principles and Practice, Fuition by Mark Stampviley
2. Everyday Cryptography: Fundamental Principles apgdligations Keith M. Martin
Oxford Scholarship Online: December 2013




Reference Books:

1. Applied Cryptography Protocols, Algorithms, and 8&uCode in C by Bruce
Schneier




UNIX SYSTEM PROGRAMMING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VII

Subject Code 17CS744 IA Marks 40
Number of Lecture Hours/Week 3 Exam Marks 60
Total Number of Lecture Hours 40 Exam Hours
CREDITS - 03
Module — 1 Teaching
Hours

Introduction: UNIX and ANSI Standards: The ANSI @®dard, The ANSI/ISQ 8 Hours

C++ Standards, Difference between ANSI C and C+ie POSIX Standards,

The POSIX.1 FIPS Standard, The X/Open StandarddXl#dd POSIX APIs:
The POSIX APIs, The UNIX and POSIX Development Eomment, API
Common Characteristics.

Module — 2

UNIX Files and APIs: File Types, The UNIX and POSF{le System, The 8 Hours

UNIX and POSIX File Attributes, Inodes in UNIX Sgst V, Application
Program Interface to Files, UNIX Kernel Support fétes, Relationship of (
Stream Pointers and File Descriptors, Directorgs;iHard and Symbolic Link
UNIX File APIs: General File APIs, File and Recdrdcking, Directory File
APIs, Device File APls, FIFO File APIs, Symbolionki File APIs.

Ur—\7

Module — 3

UNIX Processes and Process Control: The Environroért UNIX Process:
Introduction, main function, Process Terminatiomn@®nand-Line Arguments,
Environment List, Memory Layout of a C Program, lgaLibraries, Memory
Allocation, Environment Variables, setimp and langj Functions, getrlimit,
setrlimit Functions, UNIX Kernel Support for Proses. Process Control
Introduction, Process ldentifiers, fork, vfork, gxvait, waitpid, wait3, wait4
Functions, Race Conditions, exec Functions, Changieer IDs and Group
IDs, Interpreter Files, system Function, Processofinting, User Identification,
Process Times, I/0O Redirection. Process Relatipsshintroduction, Terminal
Logins, Network Logins, Process Groups, Sessiormitr@lling Terminal,

tcgetpgrp and tcsetpgrp Functions, Job Control)l $hescution of Programs,
Orphaned Process Groups.

8 Hours

Module — 4

Signals and Daemon Processes: Signals: The UNIXeé{&upport for Signals,8 Hours

signal, Signal Mask, sigaction, The SIGCHLD Sigaatl the waitpid Function,
The sigsetjmp and siglongjmp Functions, Kill, Alarmterval Timers, POSIX.I
Timers. Daemon Processes: Introduction, Daemonacteistics, Coding Rule
Error Logging, Client-Server Model.

)

Module — 5

Interprocess Communication : Overview of IPC MethoRipes, popen, pclosd& Hours

Functions, Coprocesses, FIFOs, System V IPC, Mes&ageues, Semaphores.

Shared Memory, Client-Server Properties, Streame®ipPassing Fil
Descriptors, An Open Server-Version 1, Client-Sef#ennection Functions.

D

Course outcomes The students should be able to:

* Understand the working of Unix Systems
» lllustrate the application/service over a UNIX syst




Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questicetecting one full question from each
module.

Text Books:

1. Unix System Programming Using C++ - Terrence Clra, 1999.
2. Advanced Programming in the UNIX Environment - WelRird Stevens, Stephen A.
Rago, 3nd Edition, Pearson Education / PHI, 2005.

Reference Books:

1. Advanced Unix Programming- Marc J. Rochkind, 2ndti&d, Pearson Education
2005.

2. The Design of the UNIX Operating SystenMaurice.J.Bach, Pearson Educatio
PHI, 1987.

3. Unix Internals - Uresh Vahalia, Pearson Educat2@®.




SOFT AND EVOLUTIONARY COMPUTING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VII

Subject Code 17CS751 IA Marks 40
Number of Lecture Hours/Week 3 Exam Marks 60
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03
Module — 1 Teaching
Hours

Introduction to soft computing: ANN, FS,GA, SI, E€omparing among8 Hours
intelligent systems

ANN: introduction, biological inspiration, BNN&ANN,classification, first
Generation NN, perceptron, illustrative problems

Text Book 1: Chapterl: 1.1-1.8, Chapter2: 2.1-2.6

Module — 2

Adaline, Medaline, ANN: (¥ generation), introduction, BPN, KNN,HNN@8 Hours
BAM, RBF,SVM and illustrative problems
Text Book 1: Chapter2: 3.1,3.2,3.3,3.6,3.7,3.10,3.1

Module — 3

Fuzzy logic: introduction, human learning ability, undeciddlyili probability| 8 Hours
theory, classical set and fuzzy set, fuzzy set apmrs, fuzzy relations, fuzz
compositions, natural language and fuzzy interpicets, structure of fuzz
inference system, illustrative problems

Text Book 1: Chapter 5

<

Module — 4

Introduction to GA, GA, procedures, working of GAGA applications, 8 Hours
applicability, evolutionary programming, working &P, GA based Machine
learning classifier system, illustrative problems
Text Book 1: Chapter 7

Module — 5

Swarm Intelligent system:Introduction, Background of SI, Ant colony system 8 Hours
Working of ACO, Particle swarm Intelligence(PSO).
Text Book 1: 8.1-8.4, 8.7

Course outcomes The students should be able to:

* Understand soft computing techniques
* Apply the learned techniques to solve realistabpeEms
» Differentiate soft computing with hard computinghaiques

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questiaetecting one full question from each
module.

Text Books:

1. Soft computing : N. P Padhy and S P Simon , Oxtémdversity Press 2015

Reference Books:

1. Principles of Soft Computing, Shivanandam, Deeps SViley India, 2011.




COMPUTER VISION AND ROBOTICS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VII

Subject Code 17CS752 IA Marks 40
Number of Lecture Hours/Week 3 Exam Marks 60
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03
Module — 1 Teaching
Hours

CAMERAS: Pinhole CamerasRadiometry — Measuring Light: Light in | 8 Hours
Space, Light Surfaces, Important Special Casssurces, Shadows, And
Shading: Qualitative Radiometry, Sources and Their Effedtscal Shading
Models, Application: Photometric Stereo, Interreflens: Global Shading
Models, Color: The Physics of Color, Human Color Perception, Begnting
Color, A Model for Image Color, Surface Color framage Color.

Module — 2

Linear Filters: Linear Filters and Convolution, Shift Invariant egr Systems, 8 Hours
Spatial Frequency and Fourier Transforms, Sampéing Aliasing, Filters a
Templates,Edge Detection: Noise, Estimating Derivatives, Detecting Edges,
Texture: Representing Texture, Analysis (and Synthesis) dJsriented
Pyramids, Application: Synthesis by Sampling Loddbdels, Shape fro

Texture.

Module — 3

The Geometry of Multiple Views: Two Views, Stereopsis: Reconstruction, 8 Hours
Human Stereposis, Binocular Fusion, Using More Gas)é&egmentation by
Clustering: What Is Segmentation?, Human Vision: Grouping aretstalt,
Applications: Shot Boundary Detection and BackgobuBubtraction, Imag
Segmentation by Clustering Pixels, SegmentatioGtaph-Theoretic Clustering,

D

Module — 4

Segmentation by Fitting a Model: The Hough Transform, Fitting Lines, Fitting Hours
Curves, Fitting as a Probabilistic Inference Peabl Robustnes§egmentation
and Fitting Using Probabilistic Methods: Missing Data Problems, Fitting, and
Segmentation, The EM Algorithm in Practideacking With Linear Dynamic
Models: Tracking as an Abstract Inference Problem, Linegnddic Models
Kalman Filtering, Data Association, ApplicationsdaBxamples

Module — 5

Geometric Camera Models: Elements of Analytical Euclidean Geometng Hours
Camera Parameters and the Perspective Projectifinge ACameras and Affin
Projection Equations, Geometric Camera Calibration: Least-Square
Parameter Estimation, A Linear Approach to Cameabb@tion, Taking Radial
Distortion into Account, Analytical Photogrammetgn Application: Mobile

Robot Localization,Model- Based Vision: Initial Assumptions, Obtainin
Hypotheses by Pose Consistency, Obtaining Hypathésepose Clustering,
Obtaining Hypotheses Using Invariants, Verificafigpplication: Registratio

In Medical Imaging Systems, Curved Surfaces andritient.

Course outcomes The students should be able to:

* Implement fundamental image processing technigegsired for computer vision
» Perform shape analysis




* Implement boundary tracking techniques

» Apply chain codes and other region descriptors

* Apply Hough Transform for line, circle, and ellipdetections.
* Apply 3D vision techniques.

» Implement motion related techniques.

» Develop applications using computer vision techagju

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questiaetecting one full question from each
module.

Text Books:

1. David A. Forsyth and Jean Ponce: Computer VisiégnModern Approach, PHI
Learning (Indian Edition), 2009.

Reference Books:

2. E. R. Davies: Computer and Machine Vision — Theddgorithms and Practicalities,
Elsevier (Academic Press)" #dition, 2013.




DIGITAL IMAGE PROCESSING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VII

Subject Code 17CS753 IA Marks 40
Number of Lecture Hours/Week 3 Exam Marks 60
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03
Module — 1 Teaching
Hours

Introduction Fundamental Steps in Digital Image Processing, Qomapts of an 8 Hours
Image Processing System, Sampling and QuantizaiRapresenting Digital
Images (Data structure), Some Basic Relationshigisv@n Pixels- Neighbors
and Connectivity of pixels in image, ApplicationSlimage Processing: Medical
imaging, Robot vision, Character recognition, Resrf®&nsing.

Module — 2

Image Enhancement In The Spatial Domain:Some Basic Gray Level8 Hours
Transformations, Histogram Processing, Enhancersitig Arithmetic/Logic
Operations, Basics of Spatial Filtering, SmoothBygatial Filters, Sharpening
Spatial Filters, Combining Spatial Enhancement Meéh

Module — 3

Image Enhancement In Frequency Domain: 8 Hours
Introduction, Fourier Transform, Discrete Fourieaisform (DFT), properties
of DFT , Discrete Cosine Transform (DCT), Imagéefiing in frequency domain.

Module — 4

Image Segmentatio: Introduction, Detection of isolated points, lidetection,| 8 Hours
Edge detection, Edge linking, Region based segrtientaRegion growing, split
and merge technique, local processing, regionatgasing, Hough transforn
Segmentation using Threshold.

=)

Module — 5

Image Compressiol: Introduction, coding Redundancy , Inter-pixeluadancy,| 8 Hours
image compression model, Lossy and Lossless cosipredHuffman Coding,
Arithmetic Coding, LZW coding, Transform Coding,BSumage size selection,
blocking, DCT implementation using FFT, Run lengtiding.

Course outcomes The students should be able to:

» Explain fundamentals of image processing
» Compare transformation algorithms
» Contrast enhancement, segmentation and compressiomques

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questiaetecting one full question from each
module.

Text Books:
1. Rafael C G., Woods R E. and Eddins S L, Digitalgm&rocessing, Prentice Hall?
edition, 2008.

Reference Books:

1. Milan Sonka,”Image Processing, analysis and MacWkis®n”, Thomson Press Indi:




Ltd, Fourth Edition.

2. Fundamentals of Digital Image Processing- Anil &nJ2nd Edition, Prentice Hall g
India.

3. S. Sridhar , Digital Image Processing, Oxford Unsity Press, ¥ Ed, 2016.
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STORAGE AREA NETWORKS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VII

Subject Code 17CS754 IA Marks 40
Number of Lecture Hours/Week 3 Exam Marks 60
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03
Module — 1 Teaching
Hours

Storage Systenintroduction to evolution of storage architectltey data center 8 Hours

elements, virtualization, and cloud computing. Kiaya center elements — Host

(or compute), connectivity, storage, and applicatio both classic and virtual
environments. RAID implementations, techniques, #&wkls along with the
impact of RAID on application performance.Composeot intelligent storage
systems and virtual storage provisioning and iigeelit Storage system
implementations.

1%

Module — 2

Storage Networking Technologies and VirtualizationFibre Channel SAN 8 Hours

components, connectivity options, and topologieduiting access protectign
mechanism ‘zoning”, FC protocol stack, addressing aperations, SAN-based
virtualization and VSAN technology, iISCSI and FCpirotocols for storage
access over IP network, Converged protocol FCoEitsntbmponents, Network
Attached Storage (NAS) - components, protocol aperations, File level
storage virtualization, Object based storage arniftedrstorage platform.

Module — 3

Backup, Archive, and ReplicationThis unit focuses on information availability3 Hours

and business continuity solutions in both virtuadizand non-virtualized
environments. Business continuity terminologiesanping and solutions,
Clustering and multipathing architecture to avaitjke points of failure, Backup
and recovery - methods, targets and topologiess Bedluplication and backup fin
virtualized environment, Fixed content and datahiaes Local replication i
classic and virtual environments, Remote replicatio classic and virtug
environments, Three-site remote replication andinoaus data protection

Module — 4

Cloud Computing Characteristics and benefits This unit focuses on the8 Hours

business drivers, definition, essential charadiesisand phases of journey to the

Cloud. ,Business drivers for Cloud computing, Digion of Cloud computing
Characteristics of Cloud computing, Steps involiretransitioning from Classi
data center to Cloud computing environment Servares deployment models,
Cloud infrastructure components, Cloud migrationsiderations

Module — 5

Securing and Managing Storage Infrastructure This chapter focuses ar8 Hours

framework and domains of storage security alonghwibvering security

implementation at storage networking. Securitgals, and countermeasures in

various domains Security solutions for FC-SAN, WNS and NAS
environments, Security in virtualized and cloud iemvments, Monitoring an
managing various information infrastructure compuasen classic and virtual
environments, Information lifecycle management ()Lind storage tiering,

-




Cloud service management activities |

Course outcomes The students should be able to:

» Identify key challenges in managing information aadalyze different storag
networking technologies and virtualization

» Explain components and the implementation of NAS

» Describe CAS architecture and types of archivesfammds of virtualization

» lllustrate the storage infrastructure and manageeivities

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questicetecting one full question from each
module.

Text Books:

1. Information Storage and Management,Author :EMC &tioa Services, Publisher:
Wiley ISBN: 9781118094839

2. Storage Virtualization, Author: Clark Tom, PubkshAddison Wesley Publishing
Company ISBN : 9780321262516

Reference Books:

NIL

e



MACHINE LEARNING LABORATORY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VII

Subject Code 17CSL76 IA Marks 40

Number of Lecture Hours/Week 011 + 02P Exam Marks 0O 6

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 02

Description (If any):

1. The programs can be implemented in either JAVAythén.

2. For Problems 1 to 6 and 10, programs are to belalge@ without using the built-i
classes or APIs of Java/Python.

3. Data sets can be taken from standard reposit
(https://archive.ics.uci.edu/ml/datasets.html) @mstructed by the students.

Lab Experiments:

1. Implement and demonstratetfdND-Salgorithm for finding the most specifi
hypothesis based on a given set of training datekss. Read the training data fron
.CSV file.

2. For a given set of training data examples storea irCSV file, implement an
demonstrate th€andidate-Elimination algorithmto output a description of the s
of all hypotheses consistent with the training egkas

3. Write a program to demonstrate the working of thecislon tree basedD3
algorithm. Use an appropriate data set for building thesiecitree and apply th
knowledge toclassify a new sample.
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4. Build an Artificial Neural Network by implementinghe Backpropagation
algorithm and test the same using appropriate data sets.

5. Write a program to implement theive Bayesian classifie for a sample training
data set stored as a .CSV file. Compute the acgwfathe classifier, considering fe
test data sets.

W

6. Assuming a set of documents that need to be dedsifise thenaive Bayesiar
Classifier model to perform this task. Built-in Java clas8&3$/can be used to writ
the program. Calculate the accuracy, precision raadall for your data set.

e

7. Write a program to construcBayesian networl considering medical data. Use tl
model to demonstrate the diagnosis of heart patiasing standard Heart Dises
Data Set. You can use Java/Python ML library clelgdel.

ns
1Se

8. Apply EM algorithm to cluster a set of data stored in a .CSV filee the same dat
set for clustering usink-Means algorithm. Compare the results of these t
algorithms and comment on the quality of clusteriigu can add Java/Python M
library classes/API in the program.

a
WO
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9. Write a program to implemertNearest Neighbour algorithn to classify the irig
data set. Print both correct and wrong predictidasa/Python ML library classes ¢
be used for this problem.

10.Implement the non-parametrimcally Weighted Regressioalgorithm in order to
fit data points. Select appropriate data set far yxperiment and draw graphs.

Study Experiment / Project:

NIL

Course outcomes The students should be able to:

1. Understand the implementation procedures for thehina learning algorithms.




2. Design Java/Python programs for various Learniggrahms.
3. Apply appropriate data sets to the Machine Learaiggrithms.
4. Identify and apply Machine Learning algorithms adve real world problems.

Conduction of Practical Examination:

» All laboratory experiments are to be included foaqtical examination.

» Students are allowed to pick one experiment froenoh

» Strictly follow the instructions as printed on th@ver page of answer script

» Marks distribution: Procedure + Conduction + Viia+ 70 +15 (100)
Change of experiment is allowed only once and markalotted to the procedure part to
be made zero.




WEB TECHNOLOGY LABORATORY WITH MINI PROJECT
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VII

Subject Code 17CSL77 IA Marks 40

Number of Lecture Hours/Week 011 + 02P Exam Marks 0O 6

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 02

Description (If any):

NIL

Lab Experiments:

PART A

1. Write a JavaScript to design a simple calculatgpeédorm the following operations:
sum, product, difference and quotient.
2. Write a JavaScript that calculates the squaresahbés of the numbers from 0 to 10
and outputs HTML text that displays the resultiafues in an HTML table format.
3. Write a JavaScript code that displays text “TEXTRING” with increasing font
size in the interval of 100ms in RED COLOR, whee font size reaches 50pt
displays “TEXT-SHRINKING” in BLUE color. Then theoht size decreases to 5pt.
4. Develop and demonstrate a HTMLS5 file that includesaScript script that uses
functions for the following problems:
a. Parameter: A string
b. Output: The position in the string of the left-masivel
c. Parameter: A number
d. Output: The number with its digits in the reverseen
5. Design an XML document to store information aboustadent in an engineering
college affiliated to VTU. The information must lnde USN, Name, and Name pof
the College, Branch, Year of Joining, and email Mhke up sample data for |3
students. Create a CSS style sheet and use gptagithe document.
6. Write a PHP program to keep track of the numbevisitors visiting the web pag
and to display this count of visitors, with properadings.
7. Write a PHP program to display a digital clock whdisplays the current time of the
server.
8. Write the PHP programs to do the following:
a. Implement simple calculator operations.
b. Find the transpose of a matrix.
c. Multiplication of two matrices.
d. Addition of two matrices.

t
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9. Write a PHP program named states.py that declareariable states with value
"Mississippi Alabama Texas Massachusetts Kansaste w PHP program that does
the following:

a. Search for a word in variable states that enda# $tore this word in element
0 of a list named statesList.




b. Search for a word in states that begins with k emdis in s. Perform a case-

insensitive comparison. [Note: Passing re.las arsb@arameter to methg
compile performs a case-insensitive comparisomieSthis word in element
of statesList.

c. Search for a word in states that begins with Mamds in s. Store this
word in element 2 of the list.

d. Search for a word in states that ends in a. Stoseviord in element 3 of the

list.

[
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10.Write a PHP program to sort the student recordschviaire stored in the database

using selection sort.

Study Experiment / Project:

Develop a web application project using the langsaand concepts learnt in the theory ar
exercises listed in part A with a good look and &ffects. You can use any web technolog
and frameworks and databases.
Note:
1. In the examination each student picks one guegbm part A.
2. A team of two or three students must develemtimi project. However during
the examination, each student must demongtratproject individually.
3. The team must submit a brief project reportZ09ages) that must include the
following
a. Introduction
b. Requirement Analysis
c. Software Requirement Specification
d. Analysis and Design
e. Implementation
f. Testing

Course outcomes The students should be able to:

» Design and develop dynamic web pages with goodhestsense of designing
and latest technical know-how's.

» Understand the concepts of Web Application Ternags, Internet Tools other
web services.

» Recall how to link and publish web sites

Conduction of Practical Examination:

1. All laboratory experiments from part A are to beluded for practical
examination.

Mini project has to be evaluated for 40 Marks.

Report should be prepared in a standard formatpbesl for project work.
Students are allowed to pick one experiment froenldi

Strictly follow the instructions as printed on th@ver page of answer script.
Marks distribution:

a) Part A: Procedure + Conduction + ViV@® + 42 +09 =60 Marks

b) Part B: Demonstration + Report + Viva va2@+14+06 = 4Marks
Change of experiment is allowed only once and mallkéted to the procedure part to be
made zero.
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